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Motivation
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Part 1: Automatic Differentiation
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AD Forward Accumulation Mode
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a=x*yd_a := da/dx 

d_x = 1

d_y = 0

d_z =0

d_a=d_x*y+x*d_y
b=a*x

d_b=d_a*x+a*d_x
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mode(x, y, z): 
a = x*y 
b = a*x 
return a
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AD Reverse Accumulation Mode
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a=x*yd_b := da/db 

b=a*x
d_a = 1 d_y = x 

d_x = y 

No adjoints?
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mode(x, y, z): 
a = x*y 
b = a*x 
return a
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Part 2: Clad
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Clad: Source-Transformation AD Tool
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clad::differentiate(f, “x”)double mode(double x, double y){ 
  double a = x*y; 
  return a; 
}

double mode_darg0(double x, double y) { 
  double _d_x = 1; 
  double _d_y = 0; 
  double _d_a = _d_x * y + x * _d_y; 
  double a = x * y; 
  return _d_a; 
}
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double mode(double x, double y){ 
  double a = x*y; 
  return a; 
}

Clang Abstract Syntax Tree (AST) 
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clad::differentiate(f, “x”)double mode(double x, double y){ 
  double a = x*y; 
  return a; 
}

double mode_darg0(double x, double y) { 
  double _d_x = 1; 
  double _d_y = 0; 
  double _d_a = _d_x * y + x * _d_y; 
  double a = x * y; 
  return _d_a; 
}
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Part 3: Activity Analysis
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Do we need ‘em?

mode(x, y, z): 
  a = x*y 
  b = a*x 
  return a

mode_darg0(x, y, z): 
  d_x = 1 
  d_y = 0 
  d_z = 0 

  d_a = d_x*y + x*d_y 
  a = x*y 

  d_b = d_a*x + a*d_x 
  b = a*x 

  return d_a
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A variable is called varied if it depends on some independent input and useful if some dependent 
output depends on it. 


The claim is that if a variable isn’t varied in the reverse mode or isn’t useful in the forward mode the 
adjoint could be omitted.

mode(x, y, z): 
  a = x*y 
  b = a*x 
  return a
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mode(x, y, z): 
  a = x*y 
  b = g(x) 
  return a
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Part 4: To-Be-Recorded Analysis
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mode(x, y, z): 
  a = 0 
  for i in 1 to 5: 
    a += x; 

mode_grad(x): 
  d_x, d_i, d_a = 0 
  a = 0 
  mem_set = {} 
  for i in 1 to 5: 
    mem_set.push(a) 
    a+=x 

  d_a += 1 

  for i in 5 to 1: 
    a = mem_set.pop() 
    d_x += d_a
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History of usage of variable a

Declared Used Used Changed Changed Changed Used

Store value of a Store value of a Store value of a

No need to store!
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Preliminary Results
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