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Status. Clang-Repl

+ Added several tests for instantiating C++ templates on demand



Status. Clang-Repl. CppCon

+ CppCon21 talk on Interactive C++ for Data Science and Differentiable
Programming for C++

+ 60 minute talks, good turnout



Status. Cling

+ Continuing to rebase cling on top of llvm13

2+ xeus-clad is now done! Kudos to Ioana Ifrim and Chris Burr



Status. Clad i Xeus-Cling
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AD Tutorial - CLAD & Jupyter Notebook

xeus-cling provides a Jupyter kernel for C++ with the help of the C++ interpreter cling and the native implementation of the Jupyter protocol xeus.

Within the xeus-cling framework, Clad can enable automatic differentiation (AD) such that users can automatically generate C++ code for their computation of
derivatives of their functions.

In [1): 1 #include “"clad/Differentiator/Differentiator.h"
#include <iostream>

Forward Mode AD

For a function f of several inputs and single (scalar) output, forward mode AD can be used to compute (or, in case of Clad, create a function) computing a
directional derivative of f with respect to a single specified input variable. Moreover, the generated derivative function has the same signature as the original
function f, however its return value is the value of the derivative.

In [2]): | double fn(double x, double y) {
: return XxX*x + y*y;
}
In [3): I auto fn_dx = clad::differentiate(fn, "x");
In [4): | fn_dx.execute(5)

Out[4]): 10.000000

Reverse Mode AD

Reverse-mode AD enables the gradient computation within a single pass of the computation graph of f using at most a constant factor (around 4) more
arithmetical operations compared to the original function. While its constant factor and memory overhead is higher than that of the forward-mode, it is
- onbat ; i




Status. InterOp

+ The document is ready. We are looking forward to your feedback.

+ Addressed several comments and still some minor improvements but
mostly happy with the current state.


https://docs.google.com/document/d/1d1NZfyv41XHEkZpX8JzKJWAwWR1bqjwlQrCD-XMsDRg/edit?usp=sharing

Status. Clad

+ A talk by Ioana on “Automatic Ditferentiation for C++ and Cuda using
Clad” at the 24th Euro AD Workshop



Status. 24th Euro AD Workshop Summary

An event from 2nd to 4th of Nov (in the afternoons 1500 - 1900 CET)

Theoretical and practical contributions to automatic differentiation

AD tools and techniques spanning from OpenMP to C++ to Java to Julia

OB

The CERN Mode collaboration covered some of the physics-related ideas
for AD

<+ Tribute to Andreas Griewank



Status. 24th Kuro AD Workshop Summa

+* The agenda is available here.

+ Many interesting use-cases.

Nuclear fusion for energy production

Fuse light nuclei «<» Coulomb repulsion

Need for extremely high T
(150 million °C), “plasma”

- Magnetic field confinement

Improving state-of-the-art

Divertor shape and magnetic field

optimization
-> reduce heat load on divertor

[Dekeyser et al. JCP (2014) 278]
[Blommaert et al. CTPP (2016) 56]
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Match experimental profiles and
parameter estimation

-> Gain physics insights
[Baelmans et al. PPCF (2014) 56]
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S. Carli, W. Dekeyser, M. Blommaert and M. Baelmans
KU Leuven, Department of Mechanical Engineering

. McMaster
New sampled underestimators niversiy (g

Song et al., Comput. Chem. Eng., in press

» Suppose we have a convex relaxation ¢V of n variables on a box

» We can tractably evaluate a useful guaranteed lower bound by:

1. performing (2n + 1) black-box evaluations of ¥, and
2. applying a new centered finite difference formula

dom f°V: xV y

xt

» Extends concepts from derivative-free optimization
» No further assumptions; no need for gradients or NLP solvers
» Uncertainty in function evaluations can be incorporated as well

. . McMaster
Basic formulation Universty g

Song et al., Comput. Chem. Eng., in press

» Suppose we have:
> abox X:={¢eR": x* <¢<xY} CR",

x2
X

x

x

» aconvex function f : X = R
» the midpoint w® := }(x" + x!) of X

» for each coordinate i:
> astep length ; € (0, 1] and

> two vectors w(F) := w(® + Si(xV — xF)e;,

» and function values yp := ~(W®) and y..; := &(w*?) for each i.

Yingkai Song Huiyi Cao Kamil A. Khan, Building AD-compatible
linear underestimators of convex functions by sampling


http://www.autodiff.org/?module=Workshops&submenu=EuroAD/24/main

Status. 24th Euro AD Workshop Summary

MODE

Typical processing chain
for LHC-style experiment.
Each stage optimised in
relative isolation.

Particles
(real/simulated)

+* The agenda is available here.

Particle detector systems are:
4 Expensive

Custom designed for specific experiments & use-cases

*  Butare: -
*  Only one part of analysis chain 3 - \LI n
d Designed with limited assessment of impact on final result } '; I —
sensitivity =L

Focus instead on proxy objectives
. MODE mandate (mode-collaboration.github.io): e wtnetet
. Make simulation & analysis chain differentiable

Specify physics ;oal as a loss function Detection Reconstruction
s::;:::rnlymc dependence of performance on detector (reallsimulated) cds.cern.ch/record/14060

.
*  Design end-goal-optimal instruments ds.cern ch/record/2120661) 3
g See Jan Kieseler's talk from yesterday
*  Canit be achieved? R . ey ssvves
. CERN LHC-style detectors = huge-parameter space + 3 !
complicated simulation and analysis algorithms A R [
Let's start with 2 simple use-case: muon tomography C —— ! k

CMS-FTR-18-019 computed physics sensitivity for

+ Many interesting use-cases.

gradient to detector parameters and
optimise via gradient descent

20713 o ; < - = : - : : 10713

several proposed detector designs, but at fixed Analysis Measurement
. working points = limited optimisation CMS-FTR-18-019 CMS-FTR-18-019
Introduction to Ice Sheet Model SICOPOLIS H - Ice thickness
SImulation COde for POLythermal Ice Sheets Dependent Variable = Total volume of ice sheet
* SICOPOLIS solves a set of Partial Differential Equations (PDEs) Adjoint Forward
which govern the flow of ice through space and in time e . .
- - e END-TO-END OPTIMISATION
» Conservation of Mass 105 1o~
» Conservation of Momentum iZi 1221
. . ~ ® Firs ress the entire inference chain as
» Conservation of Energy iﬁi ::: ‘t' P . m —'-
o i a differentiable system
» Dealing with the various phase interfaces 1012 10712 ®  We can now compute the analytical S—— —
[0"24 4 30734 3 ffects of detect: et ition, ———} R —
. Sze rescluion, ) on yseem outputs
INPUTS OUTPUTS 1012 ~10%12 ' ! ’ yst P Known
Initial Conditions Age across the ice sheet 109 109 ®  Now express the desired task as a loss  yg|ymes
. 10°-6 -10~-6 .
v Sela I'evel Exte? :f ice e o function -
ean annua.a!r tgmperature Ice thickness 2071 2071 ¢ Eg.error on X, predictions, detector —
Precipitation Temperature . . 10%2 1072 costs, time to achieve desired resolution il
Ablation Water Content Thickness of ice sheet 105 . 1075 C W : o
. 107 10~7 n now r
Runoff Domain - Greenland om0 o010 e can now backpropagate the loss
Data provided by Ralf Greve -

Just like a neural network

A

Forwards pass Backwards pass

Shreyas Gaikwad, et al, An open-source tangent-linear and adjoint modeling framework
for ice-sheet simulation enabled by the AD tool Tapenade

Giles Strong for the MODE Collaboration,
TOMOPT: Differential Muon Tomography
Optimisation
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http://www.autodiff.org/?module=Workshops&submenu=EuroAD/24/main

Plans

+ Prepare a paper about the work we’ve completed.
+ Enable error recovery for advanced C++ code (eg template instantiation)
* Accelerate upstreaming clang patches

+ Automatically differentiate the CUDA kernels (including computation
scheduler)

11



(LaaS Open Projects

+ Patches against clang.git

+ Implement FileManager uncaching

+ Adapt the user of invalidateCache to its new signature

+ Mark the file entry invalid, until reread

+ Propagate cache flags from LookupFile() to FileManager::getFile()

+ Pass the OpenFile flag also to DirectoryLookup

+ Do not load the source file just to get an irrelevant Sourcel.oc (ROOT-7111)

+ Allow interfaces to operate on in-memory buffers with no source location info [Pratyush Das]

+ Open projects are tracked in our open projects page.
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https://github.com/vgvassilev/clang/compare/release_90...cling-patches
https://github.com/vgvassilev/clang/commit/185e2ed9796245de496c646387c07745e9f587a7
https://github.com/vgvassilev/clang/commit/758e42e823bf921ab94aa9b845e2cc12750606c5
https://github.com/vgvassilev/clang/commit/6006318a56ff49868cb78bd2dc660a9c304d81dd
https://github.com/vgvassilev/clang/commit/118639851aef0c1f9271a6ee88a90ebff9fa57ab
https://github.com/vgvassilev/clang/commit/9ed0f24c62c7a34272f2bd14d592dbb6652ac910
https://github.com/vgvassilev/clang/commit/1b29c04cf5651f3b89bef3027fea4fe74c36a7a8
https://github.com/vgvassilev/clang/commit/f50d35f6fa8063da5bbff85e2bad09bd34aca2e7
https://compiler-research.org/open_projects

Next Meetings

+* Monthly Meeting — 2nd December, 1700 CET /0800 PDT
= Tentative talk schedule:

+ LLDB, Raphael Isemann, Apple, Dec

[f you want to share your knowledge / experience with interactive C++ we can
include presentations at an upcoming next meeting
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Thank you!



